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The interactions of Cr, Fe, Nb, Ni, Sn, V and Y with Zr are simulated using density functional theory. Ther- 
modyn amic stabilities of various different Zr based intermetallic compounds, including multiple Laves 
phase structures and solutions of alloying additions in both a and b-Zr were investigated. The thermody- 
namic driving forces in this system can be correlated with trends in atomic radii and the relative electro- 
negat ivities of the different species. Formation energie s of Fe, Ni and Sn based intermetallic compounds 
were found to be negative, and the Zr 2Fe and Zr 2Ni intermetallics were metastab le. Most element s dis- 
played negative energies of solution in b-Zr but positive energies in the a-phase, with the exception of 
Sn (which was negative for both) and Y (which was positive for both). Solutions formed from intermetal- 
lics showed a similar trend. 

� 2013 Elsevier B.V. All rights reserved. 
1. Introduction 

Zirconium is an element of crucial importance to the nuclear 
industry due to its use as a fuel cladding material in water cooled 
reactors. Its good corrosion resistance and low thermal neutron 
capture cross section make it the major component of a number 
of commerc ial alloys, including Zircaloy, Zirlo™ and M5™ [1]. A
variety of different alloying elements are added to Zr in order to 
improve its resistance to creep, corrosion and its yield strength 
(see Table 1). In Zircaloy-4 Sn, Fe and Cr improve corrosion resis- 
tance, yield strength and creep resistance [3]. Older alloys, such 
as Zircaloy- 2 also contain Ni, which was eventual ly removed be- 
cause it increases the hydrogen pickup fraction [3]. Modern alloys 
such as Zirlo and M5 contain Nb, although this addition has been 
used in Russian and Canadian alloys for some time [1,2]. All the al- 
loys mentioned here exhibit the low temperature , hexagonal- 
close-packed a-phase. b-phase Zr, with a body-centre d-cubic 
structure is stable above 863 �C, although metastabl e b-phase Zr 
does exist below this temperature [4]. The b-phase, although not 
the primary component of in-reactor alloys, is still important as 
an intermediar y phase during alloy processin g. 

In a-phase Zr the Sn forms a complete solid solution, whereas 
Fe, Cr and Ni exhibit more limited solubility (typically 50–
170 ppm depending upon processin g conditions [5,6]) and are 
found in addition- rich second phase precipitates (SPPs) [7]. These 
precipitates are typically between 100 nm and 1 lm in size, 
depending upon alloy composition and thermomechan ical treat- 
ment [7]. Experime ntal evidence suggests that the majority of 
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the Fe, Ni, and Cr resides in SPPs, with defined intermetalli c com- 
positions and structure s. Nb also forms SPPs, however, these tend 
to be b-phase solid solution precipitates rather than intermetallic 
compound s with specific compositions. It has sometimes been re- 
ported that Fe will interact with Nb to form Zr–Nb–Fe precipita tes 
[8]. The abundance, size and properties of all of these precipita tes 
have a significant impact on alloy corrosion resistance, mechanical 
propertie s and the tendency of the alloy to absorb hydrogen [3,7–
10].

Two primary structure s of SPPs have been observed via 
microscop y; these are referred to as the Zr-rich and Laves phase 
precipita tes (see Fig. 1). The Zr-rich phase contains primarily Ni 
and the Laves phases consists primarily of Cr, while both precip- 
itates contain Fe [7]. Laves phase precipitates are part of a broad 
class of intermetalli cs, with three different structure s, known as 
C14, C15 and C36 [11]. Precipitates containing only Fe and Zr, 
with no Cr, are also observed, though rarely [7,10]. Sn containing 
SPPs are occasional ly observed, often associated with b-
quenched samples, or as a result of irradiation [8]. SPPs have 
been noted to exist either in isolation, or in small clusters with 
Laves phase precipitates nucleating on existing Zr-rich precipi- 
tates [7]. Given the processing stages that a Zircaloy tube must 
go through, there are a number of potential points where SPPs 
can nucleate and grow. The first is when the Zircaloy is reheated 
(after casting from melt) to approximately 1050 �C and then 
quenched to manipulate the alloy texture. The second is during 
recrystal lisation, which happens between a series of cold form- 
ing operations. A third and final possibilit y is during reactor 
operation , which may provide sufficiently high temperature s
for precipitate growth, or may induce irradiation assisted precip- 
itation [8].
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Table 1
Commercial alloy compositions. The balance of composition is made up of Zr [1,37–
39].

Alloy wt%Sn wt%Fe wt%Cr wt%Ni wt%Nb wt%V 

Zircaloy 1 2.5 – – – – –
Zircaloy 2 1.5 0.15 0.1 0.05 – –
Zircaloy 3 0.25 0.25 – – – –
Zircaloy 4 1.2–1.7 0.18–0.24 0.07–0.13 70 ppm – –
Zirlo 0.7–1.5 0.07–0.14 0.03–0.14 0.03–0.14 0.5–2 –
M4 0.60 0.605 0.013 – 0.013 0.325 
M5 30 ppm 237 ppm 32 ppm – �1 –
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It has also been reported that precipita tes tend to shrink under 
neutron irradiation [8]. Different precipitates are known to shrink 
at different rates under different fluences and by different mecha- 
nisms. Ni rich precipitates show a tendency for Fe to leach out of 
the SPP until the whole precipitate dissolves into the bulk Zr [8].
Cr rich precipitates are known to amorphis e, while both Fe and 
Cr diffuse out of the SPP [8]. Fe appears to diffuse faster than Cr, 
which leaves a Cr enriched zone around the SPP [9]. The phases 
that these different additions preferentiall y stabilise are an impor- 
tant component in the mechanisms of dissolution. This process is 
of particular interest, as the shrinkage of the precipitates is known 
to correlate with the rate of corrosion and oxide growth, which in 
turn is thought to correlate to hydrogen uptake [12].

In order to understand the formation and dissolution of precip- 
itates, a grasp of the various thermodyna mic driving forces at work 
is essential. A knowledge of the relative stabilities of the different 
phases may allow prediction of aspects of the life-cycle of these 
precipitates and by extension, the propertie s that they affect in 
the host alloy. In this study, the alloying elements Cr, Fe, Nb, Ni, 
Sn, V and Y are examine d in Zr using Density Functional Theory 
(DFT) simulatio ns. Atomisti c scale techniques in general and DFT 
in specific, are usable over a large range of materials , and have 
demonstrat ed a degree of success when modellin g alloys [13].
Fig. 1. Crystal structures of the main precipitates found in Zr alloys. Zr is represented b
spheres. (For interpretation of the references to colour in this figure legend, the reader 
The thermodyna mic driving forces for the formation of various 
intermet allic phases containing these elements are examined, as 
well as the solubilities of these elements and their intermet allic 
compounds in both a and b-Zr. This allows examination of the rel- 
ative stabilities of various different phases in Zr alloys. 
2. Methodology 

All simulatio ns were carried out using the CASTEP 5.5 simula- 
tion package [14]. CASTEP was selected on the basis that it relies 
on a plane wave pseudopotenti al description of electron basis sets. 
This description is ideal for modellin g bulk crystals in situation s
where core electrons are relativity unaffected by the different 
bonding environm ents. It is important to select which electrons 
are modelled as non-inter acting core electrons and which are mod- 
elled explicitly (valence electrons) by the DFT software. Here, the 
electrons considered as valence are: 

� Cr – 3s23p64s13d5.
� Fe – 4s23d6.
� Nb – 4s24p65s14d4.
� Ni – 4s23d8.
� Sn – 5s25p2.
� V – 3s23p64s23d3.
� Y – 4s24p65s24d1.
� Zr – 4s24p65s24d2.

The pseudopote ntial scheme used is ‘‘on-the-fly’’ generation, in 
which an isolated all-electron calculatio n is carried out before the 
main calculation and used as a starting point to generate a pseudo- 
potential . This was carried out for all pseudopote ntials except Cr and 
V, as the default on-the-fly pseudopotenti als for these elements re- 
quired a much higher cut-off energy. Instead, standard ultrasoft 
pseudopote ntials, as found in the CASTEP pseudopotenti al library, 
were used for Cr and V. All pseudopote ntials (both on-the-fly and 
y the larger, light green spheres, and the alloying agent by the smaller, dark blue 
is referred to the web version of this article.)



Table 2
Lattice parameters of Zr phases and the various intermetallic phases studied in this work. Where available, literature values have been provided for comparison [48].

Species Space group Present work Literature Refs. 

a (nm) b (nm) c (nm) a (nm) b (nm) c (nm)

Pure aZr P6 3=mmc 0.322 – 0.520 0.323 – 0.5145 [40]
Pure bZr Im �3m 0.359 – – 0.361 – – [35]
Pure xZr P6/mmm 0.506 – 0.312 0.503 – 0.311 [35]
C15 Laves ZrCr 2 Fd�3m 0.712 – – 0.720 – – [41]
C14 Laves ZrCr 2 P63=mmc 0.505 – 0.814 0.511 – 0.831 [41]
Zr2Cr (speculative) I4mcm 0.657 – 0.537 – – – –
Zr 3Fe Cmcm 0.330 0.1086 0.885 0.332 0.1096 0.883 [42]
Zr2Fe I4mcm 0.625 – 0.563 0.638 – 0.559 [43]
C15 Laves ZrFe 2 Fd�3m 0.702 – – 0.706 – – [44]
C14 Laves ZrFe 2 P63/mmc 0.498 – 0.811 – – – –
Zr 2Ni I4mcm 0.649 – 0.529 0.648 – 0.527 [43]
ZrNi Cmcm 0.332 0.984 0.407 0.327 0.993 0.411 [45]
C15 Laves ZrNi 2 Fd�3m 0.696 – – 0.692 – – [46]
C14 Laves ZrNi 2 P63=mmc 0.492 – 0.804 – – – –
Zr 3Sn Pm �3n 0.564 – – 0.564 – – [47]
Zr5Sn3 P63=mmc 0.848 – 0.588 0.845 – 0.577 [32]
Zr5Sn4 P63=mmc 0.883 – 0.599 0.877 – 0.593 [32]
ZrSn2 Fddd 0.570 0.965 1.00 0.564 0.957 0.993 [32]
Zr2V (speculative) I4mcm 0.746 – 0.568 – – – –
C15 Laves ZrV 2 Fd�3m 0.738 – – 0.692 – – [46]
C14 Laves ZrV 2 P63=mmc 0.523 – 0.847 – – – –
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library) are of the ultrasoft type [15], and so are compatible with 
each-other. Exchange–correlation was modelled using the Perdew, 
Burke and Ernzerhof formalisatio n of the Generalised Gradient 
Approximati on [16].

A series of simulations were run to establish an appropriate ba- 
sis set cut-off energy, and the density of sampling in the Brillouin 
zone. The results were converged to within two decimal places 
for a cut-off energy of 450 eV and a k-point spacing of 
0.003 nm �1. The k-points were arranged in a standard gamma cen- 
tred Monkhorst–Pack grid [17]. In these simulations, and in all sub- 
sequent simulations , the energy of the electron wavefunctions was 
considered converge d to a minimum value when the difference be- 
tween successive iterations was below 10 �6 eV/atom. Integration 
of the Brillouin zone was achieved using a cold smearing scheme 
(Methfessel–Paxton) [18], with a smearing paramete r of 1 eV, in 
order to account for partial occupancies in the band structure. Sim- 
ulations that varied this value by up to 0.9 eV found negligible dif- 
ference in the final state of the system, so a higher value was 
chosen to speed convergence. 

The simulations are static calculations, that is, they identify the 
minimum energy positions for atoms in a given structure and as 
such relate to zero temperature . When modellin g cells, in order 
to find useful enthalpies and structura l properties the starting 
structure was selected from literature values and the geometry 
of the system was allowed to relax, via a Broyden–Fletcher–Gold-
farb–Shanno algorithm [19]. The positions of the ions, and the size 
and the shape of the cell boundaries are all allowed to relax. This is 
an appropriate scheme of relaxation, as the goal is to approximat e
a system with a limited concentr ation of alloying additions , after it 
has been allowed to reach equilibriu m. The criteria for a successful 
iteration were selected as a balance between computational cost 
and numerical accuracy and are shown below: 

� Energy derivative <0.001 eV. 
� Force on ions <0.05 eV nm �1.
� Displaceme nt of ions derivative <0.001 nm. 
� Total stress derivative <0.1 GPa. 

When modelling defects, a 3 � 3 � 3 supercell was used. In the 
case of a-phase Zr, this was created from the primitive hexagonal 
cell and in the case of b-phase Zr, the conventional unit cell. Both 
supercell s containe d 54 atoms. Although this choice introduces 
some anisotropy into the dimensio ns of the hexagonal system, it 
means that a and b-phase cells have an identical number of atoms, 
and hence identical alloying addition concentratio ns of 1.85 at.%. 
This concentr ation is useful, as the weight percent composition is 
appropriate to commercial alloys, particular ly in the case of Sn, 
although it is still relevant with other alloying additions .

It is important to note that magnetic effects can have a substan- 
tial impact on overall lattice paramete rs and energies. Conse- 
quently care must be taken to ensure that the correct final
magnetic state is converge d upon. For all simulations carried out, 
this was achieved by setting the initial spin state of the system 
to the sum of individua l formal spins of each of the present atoms 
and performi ng a spin polarised calculatio n. This produced reason- 
able magnetic configurations in most cases, with the exception of 
pure Cr. In order that the known magnetic state of Cr (anti-
ferromag netic) was achieved, it was necessar y to specify the spin 
states of each atom individually , prior to convergence. 

3. Results 

3.1. Perfect crystals 

It is important that the current calculations are able to repro- 
duce experimental data concerning basic bulk properties, to pro- 
vide confidence in simulated data for properties where there is 
little or no experimental data. Parameters calculated for the three 
polymorphs of Zr, are reported in Table 2, along with the relevant 
intermet allic phases. Most results are in excellent agreement with 
the available literature, especially those for Zr. These results also 
agree well with other relevant ab initio results [20,21].

Magnetic effects are again important, and in some cases, re- 
sulted in differences of over 1 eV per atom in formation energies, 
between the most favourable magnetic state, and a converged state 
when magnetic effects were not taken into account. As would be 
expected , Fe and Ni demonstrat ed strong ferro-magnetism , as well 
as all forms of Laves phase Fe intermetallics. Pure Cr, C14 and C36 
Cr Laves phase intermetalli c appear to be anti-ferromagn etic, while 
the C15 Laves phase and the Zr 2Cr intermet allics are weakly ferri- 
magnetic. The same is true of the Zr 2Fe precipita te, although it 
has been noted in other work that this phase has a somewhat 
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complicated magnetic structure [10]. Aside from this, all other sim- 
ulation cells displayed no magnetic ordering. 

3.2. Formation of intermetallics 

The formation energies of different intermet allic phases provide 
a measure of their relative stability. Here, formation energies are 
defined as the enthalpy of forming a quantity of intermet allic com- 
pound from one unit of a composition weighted mixture of its con- 
stituent elements. Thus, the energy is given by: 

Eformation ¼
1

xþ y
EðZrxMyÞ �

y
xþ y

EðMÞ þ x
xþ y

EðZrÞ
� �

ð1Þ

where EðZrxMyÞ is the energy of a cell simulatin g the interme tallic. 
The terms EðMÞ and EðZrÞ represen t the energies of a single atom 
from cells containing only the alloying agent and Zr respective ly. 
In Fig. 2, the formation energies of various intermetall ic phase s
are plotted against the compositio n of the intermetall ic. It should 
be noted that the most stable intermetall ic phase , or mixture of 
two interme tallic phases for any given compositio n, will occupy 
a point on a convex hull, drawn betwee n the endpoin ts and lowest 
energy points of each series. If an intermetall ic phase lies above 
this convex hull there will be a thermody namic driving force for 
decompos ition into a mixture of the two phases that bound the lo- 
cal segment of the convex hull. The ratio of these mixtures is 
determine d by applying the lever rule. The convex hulls for Sn 
and Fe have been drawn on Fig. 2. Convex hulls have not been 
drawn for Cr and V due to the intermetall ics displaying positive 
formation energies. The convex hull for Ni was not drawn as Ni 
forms a large number of different interme tallic phases in the Ni- 
rich portion of the Zr–Ni binary phase diagram, which were not 
modelled due to their irrelevan ce to Zr alloy compositio ns [22].
A convex hull for Ni interme tallics would not be reliable, without 
modelling these phases. 

Fig. 2 shows that Fe, Ni and Sn based intermetalli cs all have neg- 
ative enthalpies of formatio n, with the most favourab le intermet al- 
lics being: C15 ZrFe 2;ZrNi, and Zr 5Sn4. When Laves phase 
structures were modelled, Cr, Fe and Ni all favoured the C15 struc- 
ture, followed by C36 and finally C14. For V based Laves phases, 
this order was reversed. Relative stabilitie s between C14 and C15 
Laves phases are presented in Fig. 3. These were calculated by sub- 
tracting the formation energy (per formula unit) of the C14 variant 
from the C15 variant. A negative relative stability indicates a pref- 
erence for the C15 structure , whereas a positive number indicates a
preference for C14. These values are correlate d with the metallic 
radius ratio between the two elements (RZr=RM), and the valence 
Fig. 2. Formation energy of different intermetallic phases, from their low temper- 
ature, single element phase constituents. Calculated using Eq. (1).
electron concentratio n (VEC). The VEC is the modelled as the 
number of valence s and d electrons (as modelled in the pseudo- 
potential ) divided by the volume of a single formula unit of inter- 
metallic. Previous studies of Laves phases have taken the VEC to be 
the number of s and p electrons per formula unit, however , this 
approximat ion does not accurately predict Laves phase stabilities 
for transition metal based Laves phases [11]. Instead, s and d elec-
trons have been chosen, due to their importance in transition me- 
tal bonding, and a volume component has been added to account 
for the importance of electron density. 

3.3. Solutions from single element phases 

Solution energies of alloying elements in Zr are presented in 
Fig. 4. This energy indicates whether there is a thermodynam ic 
driving force for either the element to segregate from Zr (positive
values), or dissolve into the host matrix (negative values). For all 
elements , substitut ional solution is examined, in which atoms of 
Zr are replaced by atoms of the alloying addition, with the Zr atoms 
forming new host lattice. For elements with a small metallic radii, 
that is Cr, V, Fe and Ni, interstitial solution was also considered, 
where the alloying additions occupy interstiti al sites in the host 
matrix. Only the tetrahedral and octahedral interstitial sites are 
examine d, as the other sites are too small to be viable; atoms 
placed at such sites will relax to tetrahedr al or octahedral sites. 
Large atoms, such Nb, Sn and Y, were not considered for interstitial 
solution. The energy of solution for a substitution al site is given by 
the equation :

Esolution ¼ EðaZr53MÞ þ 1
54 

EðaZr54Þ
� �

� EðaZr54Þ þ
1
x

EðMxÞ
� �

ð2Þ

and the equation for interstitial solution is given by: 

Esolution ¼ EðaZr54MiÞ � EðaZr54Þ þ
1
x

EðMxÞ
� �

ð3Þ

Solution calculatio ns were carried out for a and b-phase Zr and 
compare d (see Fig. 4). Most elements have a positive energy of 
solution in the a-phase and a negative energy of solution in the 
b-phase. Sn has a negative energy of solution in both the a-phase
(�1.07 eV) and the b-phase (�1.54 eV). Conversely Y has a positive 
solution energy in both the a-phase (0.26 eV) and the b-phase
(0.40 eV). Fe and Cr have lower solution energies in the a-phase
when occupying an octahedral interstiti al site, rather than a substi- 
tutional position (by 0.86 eV and 0.09 eV respectively ). It should be 
noted that the solution energy of Ni on a tetrahedral site in the a-
phase is not reported because it relaxed into the octahedral site. All 
the elements for which an interstitial site in the b-phase was inves- 
tigated exhibit a preferenc e for interstitial solution. The energy of 
substitut ion for V in the b-phase, �0.02 eV, is so small it is not 
readily apparent in Fig. 4.

The volume associated with each defect was also calculated and 
is presented in Fig. 5. The self interstitial volumes for Zr are also 
shown. Defect volumes are simply the difference in volume be- 
tween a defective cell and a Zr supercell . As such, they correspond 
to volumes per atom but at a specific defect concentratio n of 
1.85 at.% (as do the solution energies). These values are plotted 
against the metallic radii of the different elements. The metallic ra- 
dius for each element was calculated from its single element phase, 
as simulated in this study (assuming a simple contacting sphere 
model). As this investiga tion involves two different phases of Zr, 
the appropriate metallic radius for each phase is different, and 
has been plotted as such. Linear regression trend lines are dis- 
played in Fig. 5 for all defect types. These display a positive linear 
relationship . The trend lines for substitutional defects in the a and
b-phase cross the x axis at 0.159 nm and 0.155 nm, which are 



Fig. 3. Relative stabilities of two different ZrM 2 Laves phases, plotted against values representing the geometric (radius ratio, RZr=RM) and electronic (valence electron 
concentration) components of Laves phases stability. Radius ratio is plotted on the secondary axis, while VEC is plotted on the primary. The VEC for the C36 Laves phase is 
almost identical to that of the C14. 

Christensen 
et al. 2010

Fig. 4. Solution energies of different single phase elements, on different sites in a
and b-Zr, as calculated by Eqs. (2) and (3). Values calculated by Christensen et al. 
can be found in [31]. Elements are arranged in increasing order of electro- 
negativity, although the horizontal axis is not scaled. The electro-negativity of Zr 
sits between Y and Nb [29].

Fig. 5. Defect volumes of the different elements in various different sites of a and b-
phase Zr. Metallic radii were calculated from the relaxed, single phase element. 
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respectively the calculated metallic radii for a and b-phase Zr. All 
interstitial defects show much greater defect volumes than in sub- 
stitutional alloys. The elements Sn and Nb have similar metallic ra- 
dii, hence they are difficult to distingui sh in Fig. 5 (the results for 
Sn lie above those for Nb).

3.4. Solutions from intermetallic s

When consideri ng a real alloy system, it is important to appre- 
ciate that it may not be a single element phase that is dissolving 
into the host matrix. As discussed above, most of the elements 
investigated here form intermet allic phases, conseque ntly the 
reaction of interest is not necessarily between a pure species and 
a solution but between an intermetallic phase and a solution. 
The solution energy of a general intermet allic phase onto a substi- 
tutional site in the host lattice is given by: 
Esolution ¼ EðaZr53MÞ þ y
x
þ 1

� �
EðaZrÞ

� �

� EðaZr54Þ þ
1
x

EðMxZryÞ
� �

ð4Þ

or if the solution is interstitial: 

Esolution ¼ EðaZr54MiÞ þ
y
x

EðaZrÞ
� �

� EðaZr54Þ þ
1
x

EðMxZryÞ
� �

ð5Þ

The solution energies of Cr, Fe, Ni, Sn and V dissolved from their 
intermet allic phases are presented in Fig. 6. The solution energy of 
the most favourable site in each phase is used, as determined from 
Fig. 4. The trends in Figs. 4 and 6 are similar; that is, elements dis- 
playing a positive solution energy from a single element phase into 
a-Zr, will display a positive intermetalli c solution energy. The same 
follows for b-phase Zr. Sn has a comparatively low solution energy 
in the a-phase and a comparative ly high energy in b-phase; it is the 
only element where an intermetalli c possesses a negative solution 
energy in a-phase Zr. 



Fig. 6. Solution energies of different intermetallics in Zr, as calculated by Eqs. (4)
and (5). The site chosen for solution was based upon the most favourable site, as 
shown in Fig. 4.
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4. Discussion 

4.1. Intermetallic formation 

Fig. 2 indicates that the general order of increasingly negative 
intermetalli c formation energy (excluding Zr 2Cr and Zr 2V for rea- 
sons discussed below) is V, Cr, Ni, Fe, and finally, Sn. With the 
exception of Fe and Ni, this is consistent with the Hume-Rothery 
rules, that is, the greater the difference between the two elements ’
electronega tivities, metallic radii, or native crystal structure s, the 
greater the likelyhood of intermet allic compound formation rather 
than a solid solution [23]. The positions of Fe and Ni in this order 
are reversed, possibly because they have very similar electroneg- 
ativities (and metallic radii), suggestin g that another factor is con- 
tributing. In fact, single phase Fe, Ni and some of their associated 
intermetalli cs display distinct magnetic structure s. Magnetism will 
stabilise some phases over others, and magnetic effects are not re- 
ferred to in the Hume-Rothery rules. Other than Fe and Ni, the 
greater the difference in electronega tivity between an alloying 
addition and Zr, the more stable the intermetalli c. 

In this study, two speculative intermetallics have also been 
investigated ; Zr 2Cr and Zr 2V. Although Cr and V form ZrM 2 Laves
phases, they are not known to form Zr 2M Zr-rich precipitates, de- 
spite the fact that this structure is commonly formed with Fe 
and Ni. The formation energies for Zr 2Cr and Zr 2V were found to 
be substantially positive (0.75 eV and 0.31 eV respectively ) sug- 
gesting that they are not stable and the absence of these structures 
in existing phase diagrams and commercial alloys is due to ther- 
modynamic instability, rather than poor kinetics during formation. 

It can be seen in Fig. 2 that the Cr and V based Laves phase inter- 
metallics have slightly positive energies of formation. This would 
suggest that these phases are not stable, however, it does not neces- 
sarily rule out their formation. The binary phase diagrams of Cr and V
with Zr show that the Laves phase is particularly non-stoichiom etric 
[24,25]. As a result, the system configurational entropy will increase 
considerably , when moving from two pure substances, to a single 
non-stoichio metric intermetalli c phase; such an increase in entropy 
could be sufficient to drive the reaction. This is particularly impor- 
tant when considering the actual SPPs, as a Zr ðFe;CrÞ2 intermetalli c
is observed. It is possible that the more stable Fe based Laves phase 
stabilises its Cr counterpar t to some degree. 

The Zr 2Fe phase, does not lie on the Zr–Fe convex hull. Conse- 
quently this phase is metastable and would decay into a mixture 
of Zr 3Fe and ZrFe 2 under equilibriu m conditions. A similar finding
has been reported previousl y and typically, the Zr 3Fe phase is only 
observed in Fe rich alloys [10]. The Zr 2Fe phase is readily observed 
as a component of Zr 2ðFe;NiÞ precipitates, in alloys containing Ni. 
Thus, two mechanisms are suggested that may play a role in its sta- 
bilisation . First, that the phase cannot decompo se due to kinetics. 
This is reasonable as the alloy is quench cooled. Second, the corre- 
sponding Ni based intermetallic has a lower enthalpy of formation 
and may assist in stabilising the Zr 2Fe phase. If Ni stabilises the 
Zr2Fe phase, (or even vice versa), we would expect bringing the 
two intermet allics together to have a significant enthalpy of mix- 
ing, in order to offset their individua l metastabilities . This mecha- 
nism is consistent with experimental results published by Barbaris 
et al. [10], who observed that Zr 2Fe is significantly more common 
in alloys containing Ni. Further work on mixed intermet allic 
phases may allow developmen t of these ideas. The formation of 
one intermetalli c in preference of another has significant impacts 
in terms of hydride resistance, as the Zr 2ðFe;NiÞ phase has been 
noted to provide preferential solution sites for hydrogen [30].

The formation of a Laves phase and the preferential stability of a
particular Laves phase have two main predictive aspects. The first
is a geometri c component relating to the difference in size between 
the two atoms, while the second is an electronic component, relat- 
ing to the concentration of valence electrons, the VEC as discussed 
earlier [26]. With regard to the geometric component, Laves phases 
tend to be more stable as the radius ratio between the two ele- 
ments approaches 1.225 [27]. In Fig. 3, the Laves forming additions 
have ratios between 1.21 and 1.29. V is the only element which 
preferent ially forms a C14 structure, and this element has a ratio 
below the ideal value. With regard to the electronic component, 
Fig. 3 shows that as the VEC decreases, there is a tendency for 
C14 structures to be favoured over C15. The implication is, that 
for this system C14 is more suitable for large and electrically dif- 
fuse alloying additions . However , the relative stabilities of different 
Laves phases are notoriously difficult to predict from first princi- 
ples [11], consequentl y, the previous statement is probably not a
rule that can be reliably applied outside this system. 

4.2. Solution energies 

4.2.1. Solutions from single elements 
In the a-phase, Cr and Fe prefer to occupy interstitial sites, while 

all other atoms occupy substitution al sites. This is not surprising as 
Cr and Fe are the smallest atoms considered . The octahedral intersti- 
tial site is predicted to be the most favoured, most likely because it is 
the largest site by volume in which to insert an atom. In a simple con- 
tacting-s pheres model, the tetrahedral and octahedral sites in a-
phase Zr have radii of 0.035 nm and 0.065 nm respectively [28].
The metallic radii of Cr and Fe are 0.125 nm and 0.124 nm [29], how- 
ever as both are slightly more electronega tive than Zr (respectively,
1.66 and 1.83 Pauling units, compared to 1.33 of Zr), these additions 
will be ‘‘larger’’ still, due to having gained electrons at the expense of 
Zr. Therefore, Cr and Fe atoms can only fit into the interstiti al sites 
with a significant volume change of the cell, as shown in Fig. 5. This 
volume change is an important consideration with regards to the 
solution energy, as demonstrated in a comparis on of the values 
determined during this study, and the values given by Christensen 
et al. [31]. Unlike the present study, Christensen et al. did not allow 
the boundari es of the periodic cells to relax, constrain ing the cell vol- 
ume and aspect ratio. As a result, the present study finds a lower 
solution energy for Fe in a-phase Zr, as well as finding that Cr, prefers 
an interstitial, over a substitution al site. As this investigation centres 
on the impact of a given concentratio n of an alloying addition in a Zr 
lattice, it is necessar y to allow the lattice to accommodate the strain 
caused by the defect. 

In the b-phase, all the elements for which interstitial sites 
were considered showed preference for an interstitial site over a
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substitution al site. Unlike HCP, the BCC structure is not close 
packed and therefore its interstitial sites are larger. To compare, 
the octahedral site in a-Zr is 0.130 nm across, while in b-Zr it is 
0.193 nm across in the ab plane, though only 0.048 nm along the 
c-axis. This is because the four atoms in the ab plane are in 
[1 10] directions whereas the two in the c-axis are in [0 01] direc- 
tions. During relaxation, these two atoms are pushed out along 
[0 01] directions, while the cell experiences a slight contraction 
in the other two directions. Overall, this is responsible for the large 
defect volumes shown in Fig. 5.

Except for Sn, all elements exhibit positive solution energies in 
a-phase Zr, in-keepin g with observations that these elements do 
not remain in solid solution under equilibrium conditions [10].
Sn is the only element that exhibits a negative solution energy 
and the only element in this study that forms an a-phase Zr solid 
solution. Sn is known to stabilise a-Zr, and this effect can be seen 
clearly on the Zr–Sn binary phase diagram [32], as the phase 
boundary between the a and b-phase Zr increases in temperature 
as Sn content is increased. A similar observation can be made with 
Nb. The Zr–Nb binary phase diagram shows that Nb exhibits com- 
plete solid solubility in the b-phase and little solubility in the a-
phase [33] (although metastabl e solubility under irradiation has 
been reported [34]). The results here show a positive solution en- 
ergy in the a-phase, but a negative energy in the b-phase. The Nb 
case is particularly clear, because Nb does not form intermet allic 
compounds with Zr in a binary system, hence intermetalli c reac- 
tions do not need to be considered when examining solubility. 

As in the case of formation energies, the differenc e in electro- 
negativity between Zr and a given alloying addition gives rise to 
a correlation in how stable the alloying addition is in solution. In 
Fig. 4 for the b-phase, the trend is that a greater difference in elec- 
tronegativity results in a greater energy of solution, with the 
exception of Sn. As the only non-transition metal in the selection 
of elements here, the difference in behaviour can be ascribed to 
the different bonding character. 

Some correlations with behaviour under irradiation can also be 
noted. It has been observed that Fe–Cr SPPs tend to dissolve more 
quickly than Fe–Ni SPPs, and in the latter case, the Fe leaches out of 
the SPP before the Ni [12]. With Fe and Cr both occupying intersti- 
tial sites, there are more readily accessible sites for them to occupy 
in the Zr matrix, thus Fe and Cr can dissolve into Zr faster than an 
addition that requires a substitution al site to become available, 
such as Ni. Nevertheless, Cr dissolves slower then Fe [9]. As Fe 
has a lower solution energy in the a-phase than Cr (by 0.98 eV),
there is a greater driving force for Fe to dissolve. It may be that 
Fe atoms, given their large defect volume, block adjacent sites from 
being occupied by other interstitial solutes due to the associated 
lattice strain field, thus slowing the solution of Cr. It is also notable 
that the tetrahedral and octahedral sites for Fe are very similar in 
energy, whereas those for Cr are not. If the lowest energy diffusion 
pathway involves both sites, this may be consistent with a lower 
migration activation energy for Fe than Cr, although it would be 
necessary to calculate the actual migration barrier energy before 
a definitive statement can be made. 

With regards to the defect volumes shown in Fig. 5, atoms with 
a greater difference in size, with respect to Zr, distort the lattice 
more when substitut ed into a Zr lattice. The relationship between 
metallic radius and defect volume is linear, with each defect site 
showing near parallel trends. The a-phase Zr defect volumes are al- 
ways lower than the correspondi ng b-phase values. The a-phase is 
a stiffer structure , with higher elastic constants, so it is reasonabl e
to expect the a-phase to resist volume change more than the b-
phase [35]. As would be expected, the metallic radius predicted 
when the defect volume equals zero is the same as the metallic ra- 
dius of Zr in the host lattice. That most elements show good agree- 
ment with the linear relationship s is consisten t with geometrical 
factors being dominant in determining lattice strain in this system 
due to single alloying additions .

Fig. 5 shows that Sn lies slightly above the trend lines in a and
b-phase Zr. This is an indication that bonding effects, or electron 
transfer is making the Sn atom appear ‘‘bigger’’ than would other- 
wise be expected. This could be due to the fact that Sn is the ele- 
ment in this study with the greatest electronega tivity difference 
with respect to Zr. Fig. 5 also indicates that Ni has an unusually 
low defect volume when it occupies a tetrahedral site in b-Zr,
which coincides with a comparative ly high solution energy for Ni 
on this site. It is not clear why Ni exhibits this behaviour specifi-
cally on the tetrahedral site, however, as this is not the most 
favourab le site (by a significant margin), it will not have any im- 
pact on conclusions drawn. 

4.2.2. Intermetallic solutions 
Fig. 6 indicates that most intermetalli c phases have positive 

solution energies in a-Zr. Conversel y, the extremely negative solu- 
tion energies in b-Zr, suggest that these intermetalli cs would not 
coexist with the b-phase at the concentr ations examined here, in- 
stead favouring solution. The implication of this is that the forma- 
tion of SPPs will be critically dependent on details of the b ? a
phase change during processing, as is well known. 

Sn intermetallics demonst rate much lower solution energies 
into a-Zr than those of other alloying additions, ranging from 
0.45 eV (favouring intermetallic formation) to �0.41 eV (favouring
solid solution). Thus, even when the enthalpy for intermet allic for- 
mation is favourable, it is small. Therefore, at temperature s where 
the material is processed (and used) configurational entropy will 
likely drive solid solution formation. However , under substanti al 
irradiation, some Sn based precipita tes have been reported 
[8,36]. If sufficient Sn could diffuse together, (via radiation assisted 
migration) then this study is consistent with these precipita tes 
being stable at lower temperature s. 
5. Conclusion s

The simulatio ns support the following conclusions: 

� Overall, much of the behaviour of this system can be under- 
stood in terms of simple trends in energy and defect volume 
as a function of the electronega tivities, metallic radii or valence 
electron concentr ations of the alloying elements. 
� Formation energies for intermetalli c phases show that some 

compound s are stable, while others are metastable. In particu- 
lar, Zr 2Fe and Zr 2Ni are metastable, although Zr 2Ni has a more 
negative formatio n energy. It may be that the presence of the 
Zr2Fe phase in Zr alloys is a result of kinetics rather than ther- 
modynami cs. It is also likely that the correspondi ng Ni and Fe 
phases stabilise each other to some degree. 
� Speculati ve Zr 2Cr and Zr 2V intermetalli cs have substantially 

positive formatio n energies, implying they are not stable. 
� There is an energetic preference for Cr and Fe to reside on inter- 

stitial sites, rather than substitutional sites. With all additions, 
an interstitial alloy produces a significant, anisotropic lattice 
strain.
� Defect volumes for the different elements correlate well with 

metallic radii, with some anomalies regarding Sn (which has a
larger volume than expected) and Ni (which shows a smaller 
volume than expected when on the less stable tetrahedral inter- 
stitial site).
� Most alloying additions show limited solubility (from their sin- 

gle phase metals) in a-Zr, but much greater solubility in b-Zr.
The same is true for solutions from correspondi ng Zr 
intermet allics. 
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� Sn shows solubility in both a and b-Zr. However, most Sn inter- 
metallics, show only a marginally positive solution energy, 
meaning they are likely to be soluble at elevated temperature s. 
� Y, which does not form a stable intermetalli c with Zr and has lit- 

tle equilibrium solubility in both a and b-Zr.
� Nb does not form a stable intermet allic and has little equilib- 

rium solubility in a-Zr. However, unlike Y, Nb is soluble in b-Zr.

In general, these conclusions are in agreement with experimen- 
tal observations where available . However, many of the specific
energies or defect volumes have not been previously established, 
or have been arrived at by disparate methods so as to hinder com- 
parison. While these numbers provide a useful body of data, much 
remains to be done, especiall y since kinetic effects are important, 
as are the interplays between multiple alloying additions .
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