
PHYSICAL REVIEW MATERIALS 4, 025403 (2020)

Diffusion mechanisms of Mo contamination in Si
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Molybdenum contamination of silicon can have serious detrimental consequences for the efficiency of solar
cells, raising durability concerns for novel solar cell designs that utilize MoO3 in contact with Si. Density func-
tional theory simulations of Mo defects in Si revealed that Mo is preferentially accommodated in tetrahedrally
coordinated interstitial sites and that the contamination may reach a sufficiently high concentration to cause
a 20% relative solar cell efficiency degradation if processing steps are performed between 950 and 1300 K.
The formation energy of the most energetically favored Mo defect in Si has a minimum value of 1.58 eV
at the valence band maximum and a maximum of 2.10 eV at higher Fermi levels, indicating that higher Mo
defect concentrations may occur in p-type Si than intrinsic or n-type Si. The diffusion processes for Mo in Si
were investigated, and it was identified that interstitial diffusion dominates over a vacancy-mediated mechanism
under all equilibrium conditions. Migration barriers were calculated to be 2.29 eV for charge neutral and 2.03 eV
for charge +1 defects, occurring under n-type and p-type doping, respectively, indicating that Mo diffusion is
faster in p-type Si, and hence potentially more effectively gettered than it would be in n-type Si.

DOI: 10.1103/PhysRevMaterials.4.025403

I. INTRODUCTION

Molybdenum contamination of Si is a matter of great
concern for a number of device applications, with particularly
severe consequences for solar cell applications. Davis et al.
[1] identified that out of 14 different impurities in Si, Mo was
the second most deleterious impurity species for a given con-
centration, with a concentration of 1012 atoms/cm3 (20 ppt)
causing ∼20% reduction in relative efficiency. This was also
confirmed by Rohatgi et al. [2], who reported that relative cell
efficiency reductions between 18 and 28% occurred due to Mo
defect concentrations greater than 1012 atoms/cm3. However,
Coletti et al. [3] subsequently reported that the negative
impact of Mo on more recent cell designs, which depend
on higher minority carrier lifetimes for high voltages, starts
at concentrations above 1011 atoms/cm3. This Mo-induced
degradation is due to the formation of deep level states, ap-
proximately 0.3 eV above the valence band maximum (VBM)
[2,4–6], with a high electron capture cross section [2] resulting
in high levels of carrier recombination [7].

Molybdenum contamination, with concentrations above
this harmful threshold, have been reported in multicrystalline
Si used for industrial solar cells, the Mo not being completely
removed during the initial metallurgical purification of Si [8].
There has also been increasing interest in recent years in using
MoO3 layers in contact with Si as carrier-selective contacts for
hole extraction [9,10]. This hole collection method can reduce
parasitic absorption compared to equivalent doped a-Si het-
erojunction cells and has resulted in reported cell efficiencies
of up to 22.5% [10]. The use of Mo-containing thin films in
such close contact with the Si absorber raises further concern
about the potential contamination of the substrate Si from
interdiffusion of Mo from the MoO3 carrier-selective contact
layer. Furthermore, unlike other common Si contaminants like

Fe, Mo is difficult to getter in solar cells because of its low
diffusivity in Si [11].

While other transition metal impurities in Si have been
investigated with first principles methods [12,13], almost no
density functional theory (DFT) reports of Mo defects in
Si have been published, with the only exception appearing
to be a single study by Marinopoulos et al. [14], which
calculated electrical transition states and interstitial migration
energies of Mo and five other transition metal impurities in
Si. Marinopoulos et al. made the assumption that the stable
hexagonal defect is a reasonable approximation for the tran-
sition state of a jump between two adjacent tetrahedral sites.
Our study first validates the chosen computational parameters
against previous results, then expands the current understand-
ing of Mo impurities in monocrystalline Si by determining
the probability of substitutional and interstitial Mo defects
in Si, under all relevant oxidation levels and their predicted
concentrations, and by providing a detailed understanding of
their mechanisms of diffusion.

II. METHODOLOGY

A. Defect formation energy and concentration predictions

Formation energies are calculated with the following equa-
tion:

E f = Edefect − Ehost +
∑

j

�n jμ j + q(EVBM+μe) + Echgcor,

(1)
where Edefect and Ehost are the DFT energies of the defective
and perfect supercells, the summation term refers to the
chemical potential µ of removed (�n positive) or added (�n
negative) atoms, and the fourth term accounts for the chemical
potentials of added/removed electrons, being the sum of the
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Fermi energy μe (relative to the VBM) and EVBM, the energy
of electrons at the VBM. The chemical potentials μSi and μMo

were taken from the DFT energy per atom of crystalline Si
and metallic (bcc) Mo, consistent with the method of previous
studies on other transition metals in Si [15,16]. Echgcor refers
to the charge correction required to counter the electrostatic
defect-defect self-interaction in finite systems with periodic
boundary conditions. A first order charge correction was
applied, given by [17]

Echgcor = q2α

2εL
, (2)

using a DFT calculated dielectric constant of Si of ε = 12.9,
close to the experimental value of 11.7 [18]. Due to the large
supercell used and the high dielectric constant, the required
charge correction was not large, with corrections of less than
0.14 eV for +4 charge defects being the highest charge
considered in the current study.

The defect formation energy is related to the equilibrium
concentration of the defect through an Arrhenius relationship
[19]:

ci = mi exp

(−�Ei
f

kT

)
, (3)

where mi is the multiplicity of the defect with respect to that of
Si sites in the crystal lattice, and �Ei

f is the defect formation
energy as calculated with Eq. (1). This relation was used
to predict defect concentrations under different temperature
conditions.

B. Single-jump diffusion calculations

Diffusion of chemical species in a crystal can be described
as a Markov chain of jumps (stochastic, memoryless) from
one lattice site to the others. In some cases, the jumps involved
in the migration process are all symmetrically equivalent, and
diffusion occurs through a repetition of the same jump type.
An example of such diffusion process is that of a vacancy in a
cubic crystal, such as Si, in the absence of any other defects.
In some cases, interstitial species may also diffuse through a
single-jump mechanism, as is the case for Mo in Si.

For species that can diffuse in a crystal through the repe-
tition of a single (isotropic) jump, the diffusivity is given by
[20]

Dinter = (1/6) f0gl2ωi, (4)

where g is the number of equivalent diffusion jumps, f0 is the
geometric correlation factor, l is the jump length, and ωi is the
successful jump frequency, formulated in terms of the jump
barrier height according to [21]

ωi = v∗ exp

(−�Hm

kBT

)
, (5)

where �Hm is the barrier height of the jump, calculated
with the nudged elastic band (NEB) technique [22], and v∗
is the attempt frequency, which can be calculated using the

(harmonic) Vineyard approximation [23] as

v∗ =
3N−3∏
i=1

vi

/
3N−4∏

j=1

v′
j, (6)

where vi and v′
j are the vibrational frequencies of every atom

at the initial jump site and at the transition site of the jump,
respectively, which can be calculated in DFT [24]. To sim-
plify the calculation, a number of studies [25–28] have used
the hopping atom approximation where only the vibrational
frequencies of the hopping atom are calculated. This is a
reasonable approximation as the other atom frequencies tend
to cancel out and reduce the numerical error arising from
dividing large numbers by similarly large numbers [26]. Note
that in the transition sate, which is by definition on a saddle
point in the energy surface, one vibrational frequency must be
imaginary, thus the denominator of Eq. (6) is summed over all
real frequencies only.

C. Vacancy-mediated diffusion

The calculation of substitutional solute diffusion is more
complicated than the case of single-jump diffusion. Most
commonly, substitutional atoms diffuse through a vacancy-
mediated process [29], requiring the presence of another
vacancy in the host material to give the defect space to move.
For an individual solute hop, the vacancy must make several
jumps to approach the solute atom and then a further jump
to exchange position. Structural and electronic distortions
caused by the solute means that, in the vicinity of the solute,
symmetry is broken and each of these jumps will have differ-
ent characteristics.

The jump network for a solute vacancy interaction for the
diamond structure is shown in Fig. 1. For the calculation of
diffusivity, the four-frequency model is used [30,31] with the
assumption that solute-vacancy interaction become negligible
beyond the 2 nn configuration. The ω0 frequency is that of
a dilute vacancy jump in the absence of, or far away from,
any defects. The ω2 frequency is that of the exchange jump
where the solute atom (in position S) exchanges places with a
neighboring vacancy (in position 1 nn). The jump away from
the first nearest neighbor interaction has frequency ω3; and the
reverse jump of ω3 is referred to as ω4. Further jumps out to
the 3 nn and 5 nn site and beyond are assumed to be equal to
ω0. Note that unlike the five frequency formulation [21] com-
monly used for FCC lattices, in the diamond structure there
is no reconfiguration jump (called ω1 in the five-frequency
model), where the vacancy migrates from a 1 nn site to a
different 1 nn site.

The tracer self-diffusion coefficient for a crystal is given by
[32]

Dself = f0Cvl2ω0, (7)

where f0 is the geometric correlation factor, Cv is the con-
centration of vacancies, l is the jump length, and ω0 is the
successful jump frequency.

The diffusivity for a vacancy-mediated solute, Dvacmediated,
is closely related to the vacancy self-diffusivity of a tracer
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FIG. 1. Illustration of the jump network for vacancy-mediated diffusion in diamond. (left) Color coding represents equivalent sites relative
to a central solute S (in grey), sites labeled in order of increasing distance away from the solute. (right) Labeling of the jumps used in the
four-frequency model.

atom, Dself , and can be calculated as [21,33]

Dvacmediated

Dself
= f2ω4ω2

f0ω0ω3
, (8)

where the geometric factor f2 depends on the individual jump
frequencies, as well as the geometry of the specific crystal,
f0 is the correlation factor of tracer self-diffusion and each ω

frequency is calculated from its corresponding migration bar-
rier and preexponential factors using Eq. (5). When combined
with Eq. (7) the solute diffusivity becomes [34]

Dvacmediated = f2ω2l2Cv

ω4

ω3
. (9)

One reasonable assumption to make for these calculations is
that the attempt frequency of all the vacancy jumps except
ω2 (solute exchange) are equal to that of the vacancy self-
diffusion jump [35]. In the diamond lattice, the correlation
factor f2 can be calculated with [31]

f2 = 3Fω3

3Fω3 + 2ω2
, (10)

where F is a weighting term that depends on the individual
jump frequencies, analytically approximated to be [30]

F = 8.71 + 15.36α + 6.29α2

8.71 + 19.7α + 13.83α2 + 3α3
, (11)

where α is α = ω4/ω0.

D. Computational details

All DFT calculations were performed using the VASP
software package. PAW pseudopotentials were used with a
cutoff energy of 350 eV, using 4 and 14 valence electrons
for Si and Mo, respectively, in conjunction with the PBE

exchange-correlation functional. All defects were calculated
in 216-atom supercells, and the Brillouin zone sampling was
performed with a k-point grid of 3 × 3 × 3. Defects were
relaxed at constant volume. These parameters are in line with
the state-of-the-art of DFT simulations in Si; see Table I
[14–16,36–48]. The electronic energy convergence criteria
was 2 × 10–7 eV, and for ionic steps the convergence criterion
was a change in energy of less than 10–5 eV.

Marinopoulos et al. [14] found that the application of a
self-consistent +U parameter [49] to Mo defects in Si did
not lead to any improvement in the accuracy of describing
migration barriers or electrical levels properties. For this
reason, no +U parameter was used for calculations reported
in this study.

Diffusivity jumps were calculated with the NEB method,
with a force convergence criteria of less than 10–2 eV/Å. Elec-
tronic DOS calculations were performed through single point
recalculations of relaxed PBE structures using the tetrahedron
smearing method with Blöchl corrections [50].

E. Defect formation energies and concentrations

The three stable Si self-interstitial sites are the tetrahedral
site, the hexagonal site and the split 〈110〉 site [45], as shown
in Fig. 2. The tetrahedral site has four Si neighbors at an
equal distance of 2.35 Å. The hexagonal site is halfway
between two tetrahedral sites, having six nearby Si atoms
on a nearly planar arrangement at a distance of 2.25 Å.
Last, there is the split 〈110〉 interstitial, where one single Si
atom is replaced by two Si atoms displaced along the 〈110〉
direction.

The formation energies of the self-interstitial defects, as
well as Si vacancies are shown in Fig. 3. Note that the Fermi
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TABLE I. Comparison of computational parameters for selected DFT studies investigated defects in Si.

Year Authors XC function Number of atoms k-points Defect studied

1999 Leung et al. [45] LDA, PW91 16, 54, 128 N/A Intrinsic
2003 Probert and Payne [44] PW91 16 2 × 2 × 2 Intrinsic
2004 Mo et al. [46] LDA 216 1 S
2006 Batista et al. [47] TPSS, HSE, PW91 16 8 × 8 × 8 Intrinsic
2006 Wright [48] LDA, PBE 216, 512, 1000 Various Intrinsic
2008 Zhang et al. [15] PW91 32, 64 4 × 4 × 4 V, Cr, Mn, Fe, Co, Ni
2009 Rinke et al. [43] LDA, LDA+GW 64 3 × 3 × 3 Intrinsic
2011 Corsetti and Mostofi [42] LDA 2–256 various Intrinsic
2011 Estreicher et al. [41] LDA, PBE, RevPBE 64 2 × 2 × 2 Intrinsic, H, Fe, Ni, O
2014 Legrain et al. [40] PBE 64 3 × 3 × 3 Li Na, Mg
2015 Marinopoulos et al. [14] PBE+U 512 1 Ti, V, Cr, Zr, Nb, Mo
2015 Dabrowski et al. [39] PBE 8–1458 Various Intrinsic
2016 Backlund et al. [38] RPBE 216, 64 3 × 3 × 3 Intrinsic, V, H
2016 Du et al. [37] PBE 64, 96, 216 4 × 4 × 4 S, Se, Te
2017 Sharan et al. [16] HSE06 64 2 × 2 × 2 Cu, Cu+H
2019 Tsuchiya et al. [36] PBE 64 2 × 2 × 2 Intrinsic, C, O, P

Current work PBE 216 3 × 3 × 3 Intrinsic, Mo, Mo + (H, P, B, Cu, O)

level range was limited to the DFT band gap value of 0.67
eV (similar to previous research [37,51]) for the sake of
internal consistency. At low Fermi levels, the tetrahedral site
is the most favored, while at the highest Fermi levels the
charge neutral split 〈110〉 interstitial becomes slightly favored,
consistent with LDA calculations undertaken by Rinke et al.
[43] The +1, +2 and +4 charges of the interstitial defect
in the hexagonal site were found to not be stable, collapsing
onto the tetrahedral site. The magnitudes of the charge neutral
interstitial defects are also similar (within 0.4 eV) of previous
studies [43,45,52]. The results for the Si vacancy also fall
within the range of literature values, and lie within 0.13 eV of
those obtained by Wright et al. [48] from 1000-atom supercell
with fine k-point sampling, providing further confidence in the
computational method.

All interstitial sites that were found to be stable for Si
self-interstitials were investigated for Moi defects. Both the
tetrahedral and hexagonal sites were found to be stable,
while the split 〈110〉 defect (with one Mo atom and one
Si atom) was not stable, collapsing onto the tetrahedral Mo
interstitial site. To ensure these were the only stable sites,
a number of other sites were tested in a smaller 64 atom
Si supercell (with a 2 × 2 × 2 k-point sampling grid).
Ten symmetry-unique sites were identified whose equivalent
sites tile the whole unit cell along an 8 × 8 × 8 grid. The

mid-bond site between two Si atoms was disregarded as the
Mo atoms are too large to fit in this site. Simulations with
Mo defects at all other sites were attempted to determine
if any of these sites were stable. Of the Mo defects on the
nine remaining sites, seven collapsed onto the tetrahedral
arrangement, and two collapsed onto the hexagonal arrange-
ment, confirming that these are the only stable sites for Mo
interstitials.

The formation energies of Mo interstitial and substitutional
defects are shown in Fig. 4. Defects at the two interstitial sites
exhibit similar charge behavior, being +3 charged when the
Fermi level is at the VBM and then becoming charge neutral
at higher Fermi levels. The energy at which Mo interstitials
switch from charge neutral to charge +1 states is 0.30 eV,
which matches very well with experimental reports of the
Mo(0|+) transition energy at 0.3 eV [2,53,54], and with
previous DFT value of 0.31 eV reported by Marinopoulos
et al. [14] There do not appear to be any previous reports
of Moi becoming +2 or +3 charged, which is predicted to
occur here. This implies that these sites have either failed to
be captured in the literature, or that they arise from known
limitations of the PBE functional (e.g., due to delocalisation).
The MoSi defects, which are consistently less favorable than
Moi(tet), are charge neutral at low Fermi levels but switch to a
−1 charge as the Fermi level increases.

FIG. 2. Illustration of the three stable sites for Si interstitials: (a) interstitial in tetrahedral site, (b) interstitial in hexagonal site, and (c) split
〈110〉 site.
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FIG. 3. The formation energy of the dominantly charged intrinsic
defects at each Fermi level in Si. The charge state of the most favored
charge of each defect is labeled.

These results can be compared to that of other transition
metals reported in a PBE DFT study of charge-neutral defects
by Zhang et al. [15], with the ordering of charge-neutral
defects for Mo matching V, Cr, and Fe, with a magnitude most

FIG. 4. Formation energy of Moi and MoSi defects in Si as a
function of Fermi level.

FIG. 5. Predicted range of solubility of Mo in Si as a function of
temperature.

similar to V and Cr, as could be expected given their proximity
on the periodic table.

The formation energy of the most favored Mo defect in
Fig. 4 has a minimum value of 1.58 eV at the VBM and
a maximum of 2.10 eV at higher Fermi levels. This means
that p-type Si may allow greater defect concentrations than
intrinsic or n-type Si due to its lower Fermi level. Using
these values, Eq. (3) was used to establish a lower and upper
bound of the predicted solubility of Mo in Si as a function of
temperature, as shown in Fig. 5.

The efficiency of Si solar cells containing > 1012 Mo
atoms/cm3 has been known to decrease significantly due to
increased carrier recombination [2]. This contaminant con-
centration corresponds to ∼10−11 atoms per Si atom (10−2

ppb). From these calculations it is predicted that in the
presence of a source of Mo (e.g., from wafer impurities, or
from a MoO3 carrier-selective contact layer), the Mo sol-
ubility will reach this detrimental concentration somewhere
in the range between 750 and 1000 K. Commonly used
firing techniques for Ag screen printed pastes in solar cells
are conducted at temperatures between 775 and 1175 K
[55–57], falling within the temperature range in which poten-
tial Mo contamination of Si could occur.

III. DIFFUSIVITY OF Mo ATOMS

A. Mo interstitial diffusivity

Figure 6 shows the location of the equivalent sites for the
tetrahedral (dark red) and hexagonal (light red) sites in the
Si unit cell. Since these are the only two stable interstitial
sites, at most three types of jumps need to be considered:
hexagonal to hexagonal jumps, tetrahedral to hexagonal jumps
and tetrahedral to tetrahedral jumps. However, this can be
simplified with a closer look at the jump network. First, it
is evident that a tetrahedral-tetrahedral jump can only occur
via a hexagonal site. Second, it can be assumed that the
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FIG. 6. Interstitial sites for Mo in Si, with tetrahedral sites in dark
red and hexagonal sites in light red. The tetrahedral and hexagonal
sites are connected by red lines for ease of viewing. Only the
interstitial sites in the top right section of the unit cell are shown
for ease of viewing.

hexagonal-hexagonal jump will go through the tetrahedral
site given its close proximity and significantly lower energy.
Consequently only one jump needs to be considered: the
tetrahedral to hexagonal jump. Given that the hexagonal site
is midway in between tetrahedral sites, Marinopolous et al.
[14] made the assumption that the hexagonal site acts as a
transition state for tetrahedral to tetrahedral jumps.

NEB calculations for Mo interstitial jumps for both
charged and charge neutral states are shown in Fig. 7. The
energy of the transition state was only 0.02 eV and 0.01 eV
above the hexagonal site for the charge 0 and charge +1
calculations, respectively. This means that for most practical
purposes, the assumption can be made that the hexagonal

FIG. 7. Charged and uncharged interstitial NEB jumps for Mo.
Red: charge neutral tetrahedral-tetrahedral jump, Black: charge
neutral tetrahedral-hexagonal jump. Green: charge +1 tetrahedral-
tetrahedral jump. Red: charge +1 tetrahedral-hexagonal jump. The
reaction coordinate is a measure of atomic movement in between
images.

FIG. 8. Red: diffusivity of charge neutral Moi defects calculated
through DFT. Green: Diffusivity of +1 charge Moi defects. Black:
the diffusivity fit proposed by Benton et al. [5]. Blue: experimental
points from Benton et al. [5].

site is a transition state, simplifying the required diffusivity
calculations. The barrier heights measured for the tetrahedral
to tetrahedral jump for the charges 0, +1, and +3 charge states
are 2.29, 2.03, and 2.00 eV, respectively. This is remarkably
close to the interstitial migration barrier heights of 2.31 and
2.01 eV for charges of 0 and +1, respectively, reported
by Marinopolous et al. [14] in their DFT study using the
hexagonal transition state assumption. An attempt was made
to find the barrier in the +2 charge case but it did not converge
despite extensive efforts, possibly due to the presence of
unstable electronic configurations. Due to the fact that +1
and +3 charged defects had extremely close barriers, further
analysis of positively charged Mo interstitials was restricted
to the +1 charge state, under the assumption that positively
charged diffusivity results would be similar.

The interstitial diffusion prefactor was calculated for the
charge neutral and +1 charge jump. For the charge neutral
interstitial, the attempt frequency v* value was found to
be (231.2/50.3) = 4.6 THz. This corresponded to a diffu-
sivity prefactor D0 value of 1.7 × 103 cm2/s. Similarly, for
the charge +1 state, the attempt frequency was found to
be 4.0 THz, resulting in a diffusivity prefactor of 1.5 ×
103 cm2/s.

Figure 8 shows the calculated interstitial diffusivity as a
function of temperature for this study and the experimental
(bulk, polycrystal) diffusivity of Mo in Si reported by Ben-
ton et al. [5]. The latter study determined an experimental
diffusivity prefactor of 0.26 cm2/s and activation barrier of
2.2 eV for a temperature range between 950 and 1300 K.
There appears to be good agreement between the interstitial
diffusion predicted by DFT and the experimental diffusivity
suggesting that, at least over this temperature range, the
bulk interstitial mechanism of diffusion may be the dominant
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FIG. 9. Illustration of the collapse of the 1 nn site into the Mo-
divacancy cluster.

diffusion mechanism. The charge state of the Mo defect in the
referenced experimental results was not measured, although it
was most likely positively charged as the wafers were p-type.
This is consistent with the result that the predicted diffusivity
of +1 charged defects matched more closely to the experi-
mental results than the charge neutral diffusivity. However,
this cannot be stated conclusively as the uncertainty in the
predicted diffusivity from the current method (in particular
those associated with the exchange-correlation functional and
finite size effects) may be larger than the difference between
both predicted diffusivities and the experimental values. Note
that the accuracy of harmonic transition state theory is known
to be highest at lower temperatures, so this level of agreement
at high temperatures implies that the results for this diffusion
mechanism are likely to apply across lower temperatures as
well.

These results predict that the positively charged Moi de-
fects will diffuse faster than the charge neutral Moi, especially

at lower temperatures. Since positively charged Moi defects
are dominant at low Fermi levels (see Fig. 4), this implies that
it may be easier to getter Mo defects in p-type wafers than
in intrinsic or n-type Si wafers, assuming there are no strong
binding interactions between Moi and the dopant. This could
be tested experimentally by comparing the diffusivity of Mo
in p-type Si wafers with that in n-type Si wafers.

B. Mo inter-vacancy binding

The binding energy of two defects, A and B, into a cluster
AB can be calculated with the following equation:

Ebinding = E f (AB) − (E f (A) + E f (B)). (12)

From this equation, the energy required to bind a Mo inter-
stitial to a Si vacancy in the form of an MoSi substitutional
defect was calculated to be −2.9 eV, indicating that it is
favorable for the Mo defects to become substitutional if a
vacancy is already present in the material. Note that it is still
more thermodynamically favorable overall to form Moi than
MoSi, with the MoSi only becoming more favorable to form if
a vacancy already exists near the defect.

To investigate whether larger Mo-vacancy clusters may
form, simulations were conducted with increasing numbers of
vacancies, up to four, surrounding the Mo substitution in the
nearest neighbor positions. Figure 10(a) shows the formation
energy of each of these configurations, and Fig. 10(b) shows
the binding energy required to add one additional Si vacancy
to the previous cluster configuration. The {MoSi : VSi} cluster,
which has two total vacancies if the original substitution
is included, is strongly favored compared to dilute, non-
interacting, MoSi and VSi. An interesting finding was that in
this cluster, the Mo atom does not occupy its original site,
instead it forms a configuration where the Mo atom sits in

FIG. 10. (a) The formation energy for clusters of Mo with up to 5 total vacancies. (b) The binding energy required to form Mo-vacancy
clusters with increasing number of vacancies from a free vacancy and the configuration with one less vacancy. In the case of MoSi, the reference
configuration for the binding calculation is an Mo interstitial in the tetrahedral site.
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between two vacancies, as shown in Fig. 9. This will be
referred to as a Mo-divacancy cluster. This behavior has been
observed in other over-sized solutes in smaller host crystal
lattices, such as Y in Fe [58]. In the case of Mo in Si,
the configuration appears subtly more complex, where the
symmetry appears to be broken by displacements of the Mo
atom in a direction normal to the vacancy-vacancy axis. More
precise details about the Wyckoff location of these sites are
included in Appendix A.

The addition of another vacancy is also favorable, but the
gain in energy becomes smaller. This extra vacancy adds
on to the divacancy configuration in the nearest Si site to
form a cluster of Mo occupying a total of 3 Si sites. Finally,
with four or more total vacancies the cluster is predicted to
be unstable, even when excess vacancies are present. This
implies that if plentiful vacancies are available, the Mo solute
will form clusters with up to three vacancies bound with
Mo, but no more. The strongly bound clusters of MoSi with
vacancies provides one indicator that, when accommodated in
substitutional sites, Mo may not diffuse quickly.

C. Vacancy-mediated diffusion

To further investigate and quantify the rate of diffusion
of Mo via a vacancy-mediated mechanism, DFT calculations
were performed to inform the jump barrier and attempt fre-
quencies of the four-frequency model outlined in Sec. II C.

Vacancies in the 2 nn, 3 nn, and 5 nn sites from Fig. 1 were
found to be stable under charge neutral conditions. A charge
−2 simulation of the 2 nn site collapsed into the Mo-divacancy
cluster, indicating that the binding of this configuration is so
negative that vacancy diffusion jumps from this configuration
are very unlikely to occur. For this reason, all vacancy-
mediated diffusion calculations were performed under charge
neutral conditions.

Figure 11 shows the binding energy of a {MoSi : VSi}×
cluster with increasing distance between Mo and V (where
the reference defects are taken as charge neutral). The most
compact configuration, the Mo-divacancy cluster, has a very
negative binding energy of −2.40 eV. The attraction decreases
markedly with increasing MoSi–VSi distance, although there
is still some binding present for vacancies at the 3 nn and
5 nn sites, indicating that the four-frequency model (which
assume these are unbound) will underestimate the binding of
the vacancy to the Mo impurity, and hence overestimate the
diffusivity.

To determine the diffusivity, NEB simulations were used
to calculate the jump height of the four frequencies as de-
scribed in Sec. II C and shown in Fig. 12. The ω2 (vacancy-
solute exchange jump) in this case was approximated to be a
jump between neighboring Mo-divacancy configurations (see
Appendix B for a detailed explanation).

The jump from the Mo-divacancy cluster to the 2 nn site
has a very high migration barrier, however the barrier of the
reverse jump is very low, implying that vacancies that reach
the 2 nn position are energetically favored to fall into the
Mo-divacancy cluster. The ω0 jump (Si vacancy in the bulk
crystal, far from any solute) exhibits a very low migration
barrier of 0.10 eV, similar to the value of 0.11 eV reported
in a DFT study by Jiang et al. [59] This makes it very easy

FIG. 11. Binding energy of {MoSi : VSi}× clusters for the differ-
ent solute-vacancy configurations. The 1 nn configuration collapses
into a Mo-divacancy cluster.

for vacancies to diffuse through Si. Note, however, that the
tracer self-diffusivity of Si is not remarkably fast, since the
equilibrium concentration of vacancies in Si is relatively low
owing to the high formation energy of vacancies (∼3.5 eV as
calculated in Sec. III and shown in Fig. 3).

Using the ω jump definitions defined above and shown
in Fig. 1, Eqs. (7)–(11) were used to calculate the vacancy-
mediated diffusivity of Mo in Si. The result is shown in
Fig. 13, along with the calculated [from Eq. (7)] and exper-
imental vacancy self-diffusivity of Si.

The interstitial and vacancy mediated diffusivity can also
be combined into a single total concentration-weighted diffu-
sivity using:

Dtotal = cintDinterstitial + csubDvac-mediated

cint + csub
, (13)

where cint and csub are the concentrations of interstitials
and substitutional Mo defects, respectively, calculated from
Eq. (3) using the formation energies of MoSi and Moi defects.
The predicted combined diffusivity is also shown in Fig. 13.

The similarity of the vacancy-mediated Mo diffusivity to
the vacancy-mediated self diffusivity arises from the fact that
the most important barrier to diffusion in both cases is the for-
mation of vacancies. While the vacancy-mediated diffusivity
component approaches the interstitial diffusivity component
at higher temperatures, even at the Si melting temperature of
1687 K the combined diffusivity value is less than 0.4% of
the interstitial diffusivity shown in Fig. 8. It can therefore
be predicted that the diffusion of Mo in Si will essentially
always occur via the interstitial mechanism. The assumptions
about ω2 were tested by varying the value of ω2 over three
orders of magnitude, with no effect on these conclusions.
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FIG. 12. The results of NEB jumps for: (a) ω0 jump, (b) ω2 jump,
and (c) ω3/ω4 jump.

This eliminates the possibility that the slope of the diffusivity
curve could increase at certain temperatures, maintaining the
consistent difficulty of gettering Mo defects. This analysis is
unlikely to change when considering charged defects, as it was

FIG. 13. Comparison of predicted substitutional (red) and total
(black) diffusion of Mo defects in Si. The interstitial-only diffusivity
would overlap entirely with the combined diffusivity (black line).
The vacancy mediated self-diffusivity is also shown, as theoretically
calculated (green) and experimentally from Shimizu et al. [60]
(blue).

established in Sec. III A that the charge +1 Mo interstitial
diffuses faster than the charge-neutral counterpart, while the
−2 charge Mo substitutional appears slower than the charge
neutral counterpart, implying that the dominance of interstitial
migration over vacancy-mediated migration is even more
pronounced for charged defects.

IV. CONCLUSIONS

Molybdenum contamination of Si at defect concentrations
greater than 1012 atoms/cm3 can severely impact solar cell
energy conversion efficiencies and, as solar cell efficiencies
increase, cells become increasingly more sensitive to carrier
recombination arising from impurities in the crystalline Si
absorber of the cell. Contamination may arise either from Si
feedstock contamination or from the use of carrier-selective
contact layers such as MoO3, the latter being of particular
interest due to potential increments in cell efficiency. Al-
though other common Si feedstock impurities (e.g., Fe) have
been extensively studied using first principles methods, very
few studies have reported the diffusion mechanisms of Mo
in crystalline Si. This study sought to address this gap in
knowledge using DFT simulations of Mo contamination and
diffusion in Si.

The DFT-calculated simulations of Moi defects determined
that only the tetrahedral and hexagonal interstitial sites were
stable for Mo in crystalline Si. The calculated formation
energies showed that Mo is preferentially accommodated as
an interstitial species, and that the tetrahedral site is the most
energetically favorable site over the entire Fermi level range
in Si. The concentration of Mo defects in Si was predicted
to reach levels above 20 ppt at temperatures between 750
and 1000 K. These defect concentrations are expected to
be detrimental to cell performance, thereby raising concerns
when high temperature Si solar cell processing steps, such as
the firing of screen-printed pastes for metal contact formation,
are required.

The mechanics of interstitial Mo diffusion were examined
in detail. It was found that the hexagonal site acts as a
transition site for jumps between Mo defects in tetrahedral in-
terstitial sites. The resulting diffusivity equations were found
to be 0.0017exp(−2.285 eV/kT ) cm2/s for charge neutral
diffusion and 0.0015exp(−2.033 eV/kT ) cm2/s for Mo with
a charge of +1. These interstitial diffusivity estimates were
found to match within an order of magnitude previously
reported experimental diffusivity results measured at tem-
peratures ranging between 950 and 1300 K, suggesting that
interstitial diffusion is dominant over this temperature range.
The increased diffusivity for positively charged interstitial
jumps implies that gettering may be easier in Si with lower
Fermi levels (e.g., p-type Si).

Binding energy calculations identified that if silicon vacan-
cies are already present in the vicinity of Moi, it is favorable
to form clusters of up to three vacancies bound with the Mo
atom. identified that Moi was likely to form clusters with
available Si vacancies. In particular, a cluster formed of two
vacancies and a Mo atom occupying the space in between
them was found to be highly stable. The strong binding of
MoSi to vacancies, makes it difficult for vacancies to escape
(from the complex) after binding. The resulting predicted
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FIG. 14. Illustration of the two stable Mo sites in the Mo-
divacancy configuration, with pink spheres corresponding to the G
sites and brown spheres corresponding to middle sites. The green
line is the (111) plane.

vacancy-mediated diffusivity was found to be negligible over
all temperature ranges relevant to solar cell processing, ruling
out the possibility that the dominant mechanism of diffusion
could switch to vacancy-mediated and change at higher tem-
peratures. These findings also indicate that the high tempera-
ture diffusivity measurements of Benton et al. [5] are likely to
also be representative at lower temperatures, with no changes
in diffusion mechanism.

Future work could attempt to confirm the calculated diffu-
sivities by intentionally contaminating one surface of a wafer
at different temperatures and recording elemental profiles as
a function of time. The differing Mo contamination likeli-
hood in p-type and n-type Si could also be tested experi-
mentally by measuring the concentration of Mo in p-doped
(low Fermi level) and n-doped (high Fermi level) Si wafers
that are intentionally contaminated with Mo. Finally, and of
particular interest to solar cell engineering, contaminating
Mo defect energies could be related to recombination rates
and hence to minority carrier lifetime measurements in Si
wafers.

APPENDIX A: PROPERTIES OF Mo-DIVACANCY
CLUSTER

As mentioned in Sec. III B, solute vacancy configurations
where the vacancy is next to the solute are not stable for
Mo solutes in Si. Instead, these simulations collapse into a
Mo-divacancy configuration. This Mo-divacancy cluster has
several interesting properties. First, it is found to have a stable
and a metastable position, shown in Fig. 14. In the metastable
configuration, which will be referred to as the middle site,
Mo lies directly halfway in between the two vacancy sites. A
second position that Mo can occupy, which will be referred
to as the G site, is close to the middle site but slightly
displaced along one of six 〈110〉 directions normal to the axis
connecting the two vacancies. The G site is equidistant from
both vacancies, occupying the Wyckoff 96g site and unit cell
coordinates (0.159, 0.159, 0.057). The G sites are lower in
energy than the middle site by 0.25 eV. In this study, it is
assumed that Mo lies in a G site when in the Mo-divacancy
cluster.

APPENDIX B: THE ω2 JUMP

The ω2 jump is defined as the exchange jump between
a substitutional solute and a nearby vacancy. There is some
difficulty in identifying the ω2 jump for the specific case
of vacancy mediated Mo diffusion in Si, due to the 1 nn
configuration being unstable. Here the argument is made that
an appropriate choice for the ω2 jump is the jump between
neighboring G sites in the Mo-divacancy configuration.

As shown in Fig. 15, the Mo-divacancy configuration has
six available G sites. In a static configuration these are sym-
metrically equivalent, but this is not the case with respect to a
jump out to a particular 2 nn site. Mo-divacancy to 2 nn jumps
were attempted for several jumps out to a specific site, and it
was found that in order for the jump to occur, the Mo atom
must first migrate to the G site that is physically closest to
the 2 nn site to which the vacancy is jumping. For example, in
Fig. 15, the red atom is in the correct position for the vacancy
labeled 1 to jump to site a, but not in the correct position for
the vacancy labeled 2 to jump to site b. This means that in
order for an exchange to occur, a jump from one G site to a
neighboring G site is necessary.

The G site to G site jump is not exactly topologically
equivalent to the ω2 jump of the four-frequency model. For

FIG. 15. Illustration of the asymmetry between jumps with the Mo in different G sites, showing the same atoms from three different angles.
Green: vacancy sites, labeled 1 and 2. Blue: Si sites in the 2 nn position. Red: specific Mo atom in a G site. Yellow: other G sites.
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the G site arrangement there are six equivalent vacancy-
solute 1 nn sites with each configuration allowing a vacancy
to escape to only one neighboring site, while in the more
typical arrangement there are are two 1 nn equivalent sites
allowing three escape jumps (ω3) each. However, the G site
to G site jumps have remarkably low energy barrier—two
orders of magnitude lower then the ω3 escape jumps. This
means that the exponential term in Eq. (5) is close to unity,
leaving the attempt frequency as the limiting factor in the

frequency of exchange. In this limiting case the exchange
jump frequency is approximately five orders of magnitude
greater than that of the ω3 jump. It is therefore reasonable
to assume that all six ω3 jumps are equally available from
the 1 nn configuration, irrespective of whether these are G
site type configurations or conventional configurations. For
these reasons, approximating the ω2 jump as a G site to
G site jump should not introduce significant errors into the
results.
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